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Preliminaries

0.1 Binomial inversion

Here, consider the binomial inversion formula:
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Proof. Notice that f and g are symmertric, so we just need to prove the ⇐ side. Substituing g(i)’s
formulas into f(n), we get:
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Hence,
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Notice that:
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What remains to prove is obviously.

Note 1. If you let G(i) = (−1)ig(i), then we have different formulas:
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There is also a different inversion formula:
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Proof. Similarly, we just need to prove the ⇐ side. Substituing g(i)’s formulas into f(n), we get:
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0.2 Min-max approach

Let k(S) denotes the k-th largest element of a finite set S,Then

k(S) =
∑

T⊂S,|T |≥k

(−1)|T |−k

(
|T | − 1

k − 1

)
Min(T )

Proof. Assume there exists g satisfies

k(S) =
∑

T⊂S,T ̸=ϕ

g(|T |)Min(T )

Arrange the elements of S from large to small, denoted by x1, x2, . . . , xm ,Then for xi ,its contri-
bution to the left is just δik , its contribution to right is

∑i−1
j=0

(
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j

)
g(j + 1)

The inequality holds iff δik =
∑i−1

j=0

(
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j

)
g(j + 1)

Set F (i) = δi+1,k,i.e. δik = F (i− 1) ,G(i) = g(i+ 1), we just need to prove :F (i) =
∑i

j=0

(
i
j

)
G(j)

Using binomial inversion, we have: this is equivalent to: G(i) =
∑i

j=0(−1)i−j
(
i
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)
F (j) =
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(
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)
So g(i) = G(i− 1) = (−1)i−k

(
i−1
k−1

)
is enough.

(Here, consider the general definition of combinatorial numbers) Hence,
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k(S) =
∑
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)
Min(T )

1 The Coupon Problem

consider the following problem:

Core Problem 1 (Coupon Problem). There are m different types of toys hidden in blind boxes.
Each time a person buy a box and see a toy it is, independently of ones previously obtained, a type
j toy with probability pj , with

∑m
j=1 pj = 1. Let N denote the number of boxes one needs to buy

in order to have a complete collection of at least one of each type. Find E[N ]

Proof. Let Xi denote the number of toys the man need to see to obtain the first toy of type i.

The total time spent to complete the collection is X = max{X1, . . . , Xm}. It’s obviously that:

mini∈AXi ∼ Geo(
∑
i∈A

pi)

Hence, we can use the min-max approach to find the expected number of time needed:

E[X] = E[ max
i=1,...,m

Xi] (6)

=
∑
i

E[Xi]−
∑
i<j

E[min(Xi, Xj)] +
∑

i<j<k

E[min(Xi, Xj , Xk)]− . . . (7)

=
∑
i

1

pi
−
∑
i<j

1

pi + pj
+
∑

i<j<k

1

pi + pj + pk
− . . . (8)

· · ·+ (−1)m−1 1

p1 + · · ·+ pm
. (9)

(10)

So, after some calculating, we get:

E[X] =

∫ +∞

0

(
1−

m∏
i=1

(1− e−pix)

)
dx.
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For more details, you can refer to GeneralCouponProblem.
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